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Abstract—Word-based writer identification and authentication
have been under investigation for years. In this paper, we
present a new Arabic online/offline handwriting dataset for writer
authentication and identification. The created dataset includes
two parts: AHWDB1 and AHWDB2 which are made freely
available for the research community. Each part of the dataset
consists of 2000 (10 trials X 200 writers) samples captured using
HUAWEI MediaPad M3. Dynamic information such as pressure,
timestamp and the coordinates(X, Y) have been collected and
involved for both parts of the dataset. In addition, age, gender
and education level have been added to the dataset for future
investigation. Several experiments are conducted on the dataset.
The preliminary identification results are obtained using K-
Nearest Neighbor (KNN) with Dynamic time warping (DTW)
and support vector machines (SVM). We recorded 81.35%
identification rate as the best result using SVM classifier on
AHWDB2.

Index Terms—Behavioral biometric, KNN, SVM, Machine
learning, DTW, AL

I. INTRODUCTION

The increasing use of smart phones and tablets raises the
need for simple and secure user authentication and identifi-
cation systems [1], as smartphones have limited capabilities
of processing, storage and security [2]. Such limitations can
be overcome using biometrics as an initiative alternative espe-
cially for behavioral events such as handwriting. Touch screen
is the only required hardware for handwriting identification
and authentication systems. It is mainly available in most
smartphones and tablets, unlike other biometrics such as
fingerprint, iris, retina, etc., which require special hardware
to extract the relevant information [3]. While it is true that
many of the recent devices do provide fingerprint facilities,
it is still not common. Handwriting as a behavioral biometric
varies from one writer to another [4]. The same writer cannot
write a text exactly the same each time, however, they can
write it with some approximation, which can be measured with
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some similarity measure [5]. Therefore, handwriting can be
used as a behavior biometric. The language being used is also
an important factor for the authentication and identification
system due to the differences among languages in various
characteristics, including, but not limited to, characters, cursive
or printing, rules, the direction of writing, etc. [6].

Based on the input method, there are two approaches of
recognition, namely, online and offline [7]. Online handwriting
recognition is concerned about the direct acquisition of the
dynamic information for the written script as it is being written
on the device. offline recognition approaches, on the other
hand, acquire static information of an image of the written
script, which is usually scanned from papers. However, the
recognition accuracy of an offline approach is usually lower
than that of an online one due to the absence of the rich
dynamic information [8] in the former approach.

Writer identification approaches are classified into two
categories based on the text content [9]. In the text-dependent
approach, the writer is required to write an exact text many
times. The text-independent approach, however, does not force
the writer to write a specific text, usually a few lines of words.

In general, recognizing a writer based on his/her handwrit-
ing, in any language, is a behavioral biometric [10]. It depends
on the fact that the style of writing is an educated and early age
personal habit and thus, technically, the way of identifying a
person from his/her handwriting resembles other biometric-
based recognition. In its core, a recognition method needs
to extract meaningful features that can effectively represent
handwriting so as to distinguish among the handwriting of
different writers. Furthermore, a proper classification scheme
is also required. While such methods are available for other
languages such as English, while for Arabic handwriting, there
are multiple issues that need special attention. For example,
in the case of Arabic handwriting, we need to consider the
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differences in structure and characteristics when dealing with
identification challenges [11].

There are only a few studies in the literature on online text-
dependent writer identification as opposed to many works on
text-independent schemes [9], [12]-[15]. Also, to the best of
our knowledge, there is no text-dependent online handwriting
dataset exists in the literature. In fact, while reviewing the
literature, we did not find any online text-dependent writer
identification scheme that worked on the Arabic language.

The main contribution of this paper is as follows. Firstly, we
have created two Arabic handwriting datasets, namely, Arabic
handwriting database (AHWDB1) and AHWDB?2, which can
be used to evaluate methods of identifying writers by their
Arabic handwriting from one or two words only. AHWDBI1
and AHWDB2 are made freely available through Mutah
University website (https://www.mutah.edu.jo/biometrix/) for
research purposes. Secondly, we propose a method for online
Arabic text-dependent writer identification and evaluate its
effectiveness and efficacy using the above two datasets.

II. LITERATURE REVIEW

Due to its importance in some fields such as biometric
authentication in information and network security, document
analysis systems, etc. [16], A lot of efforts have been made in
the recent years on identifying a person from his/her handwrit-
ing. Numerous researches have been conducted in the field of
writer identification for a variety of different languages [17].
Researchers adapted many approaches that target a specific
category of identification such as online and offline, or based
on the content of the text, such as text-dependent and text-
independent [18]. Most researches extracted the features from
characters, words, lines, or pages. Other researches extracted
the features from smaller parts such as diacritics, small strokes,
or parts of characters. Different handwriting languages have
been tested by these approaches [17].

An offline text-independent writer identification system us-
ing bagged discrete cosine transform (BDCT) descriptors was
proposed in [18]. In this approach, multiple predictor models
were first generated using universal codebooks and majority
voting was then used on these predictor models to obtain the
final decision. The researchers claimed that the effective usage
of the discrete cosine transform features was the reason for
the robustness of their system. Four datasets (IFN/ENIT [19],
AHTID/MW [20], CVL [21] and IAM [22]) were used to
evaluate the performance of their proposed system. Results
were comparable with existing ones in the field. Also, exten-
sive experiments on blurry and noisy images of two different
datasets (AHTID/MW and 100 randomly selected writers from
the IAM) were conducted and improved performance of their
proposed system was reported with respect to the existing
systems.

A novel approach was proposed in [23] for writer identifica-
tion using Arabic offline text-independent handwritten images.
Local Binary Pattern (LBP) was used as a texture descriptor in
this method. Also, K-Nearest Neighbor (KNN) with Hamming

distance was applied on a part of IFN/ENIT dataset (50-
word images from 130 writers) [19] and the proposed method
achieved an accuracy of 87%.

A text-independent online Arabic writer identification
method was proposed by [24]. The study was based on a
variety of dynamic and statistical features extracted from
stroke speed, the distance between strokes, point-based fea-
tures, word-based features, and horizontal histogram were
used at different levels in the word. Dynamic Time Warping
(DTW) and Support Vector Machine (SVM) were utilized
for classification. ADAB DB (33000 words written by 166
writers) [25] was used to evaluate the approach; however, the
results were not satisfactory with only 45.67% identification
rate for 19 writers and 30.05% for 41 writers.

An automatic text-independent online Arabic writer identi-
fication system was proposed in [26]. After extracting a set
of features (Dynamic, and Geometric) by the Beta-Elliptic
Model (BEM), a feed-forward neural network was applied
as the classifier and the proposed system was evaluated on
a subset of the ADAB dataset [27]. The results were excellent
with 91.22% identification rate for the top 1 and 100% for the
top 5.

In order to enhance the performance of writer identification
systems [12] proposed a combined method of both online and
offline approaches based on multi-fractal features. The authors
used several methods to extract the multi-fractal features as
follows. For offline features, they used Diffusion Limited
Aggregates (DLA), Box-Counting, Average and Box-Counting
Density (ABCD). On the other hand, for online features, they
utilized DLA-ON, ABCD-ON, and compass. Finally, KNN
was used for classification. The system was evaluated on the
writings of 110 writers from ADAB dataset [27]. For the
offline case, accuracy rates of 70.3% and 85.9% were achieved
for Top-1 and Top-10, respectively. For the online case, 73.1%
and 86.5% accuracy rates were attained; a combination of both
approaches resulted in 83.8% and 91.3% accuracy rates.

III. THE PROPOSED METHOD

The proposed method consists of three major steps, namely,
handwriting acquisition, preprocessing and machine learning.
Firstly, a sequence of coordinates (X, Y), which represents the
pixels of the handwritten word(s) on the tablet is generated
synchronously during the user enrolment. Secondly, these
coordinates are preprocessed to make the samples invariant
to rotation, scale and translation. The new preprocessed coor-
dinates are either mapped (to standardize the different lengths
of the samples) to a standard matrix size, or left as they are.
Thirdly, a machine learning technique is applied for matching.
A block diagram of the proposed method is illustrated in
Figure 1.

A. Handwriting acquisition

In this step, the handwritten text is captured by tablets. The
user writes the requested word(s) on the tablet’s touch screen.
The coordinates of the pixels of the written word(s) on the
screen are registered directly (online) and will be used later.
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Fig. 1. A block diagram of the proposed method

Note that this is an online approach as information of the writ-
ten text is immediately registered during the writing process.
In particular, various dynamic information like timestamp, X
coordinate, Y coordinate, and pressure are recorded. For each
touch, these data are saved in a text file.

B. Preprocessing

Preprocessing is an essential step for the purpose of im-
proving the accuracy of the identification process due to the
variations in scale, position, and rotation of the handwritten
samples among the different writers. Some degrees of variation
also exist within the same writer’s samples (see Figure 2).

Although line regression is one of the well-known prediction
methods, it can also be used for skew correction due to
its ability to find the best line fit between a set of points.
Here, we use the simple line regression to detect the skewed
written word(s) by finding the best line that crosses the pixels
thereof, and subsequently correct those by rotating the word(s)
according to the angle of the slope as illustrated in Figure 3.

Generally, in most biometric systems, the difference in scale
(size), and translation (position) among samples can lead to an
inaccurate identification. Therefore, we have made an effort to

b

Sample A Sample B ——— Sample & —— Sample P ——

Sample £ Sample £ Sample G —— Sample H ——

Fig. 2. Eight samples of different writers from AHWDBI1 (bottom row) and
AHWDB?2 (top row) with variations on rotation, scale (size), and translation
(position).

standardize the scale (size), and translation (position) of the
samples through a normalization process (i.e., transforming the
coordinates to be within a specific range). This also prepares
the coordinates for the next stage, i.e., mapping. There are
various normalization techniques to choose from, including,
but not limited to, min-max, z-score, Tanh-estimator, etc. [28],
[29]. We have opted for the min-max normalization for the
sake of simplicity.

— Finding the Tawof the
slope

Original sample Findjing the best line fit Corvecting the skew

Fig. 3. Skew detection and correction using simple line regression.

C. machine learning

We have used two methods for the matching stage: a) the
KNN with Dynamic Time Warping (DTW) algorithm, which
is used on the coordinates that represent each word, and b) the
Support Vector Machine (SVM) after mapping the coordinates
into an arbitrarily fixed size matrix, which is used to make the
size of the feature vectors uniform, and to enhance the process
as well.

1) K-Nearest Neighbor (KNN) with DTW: A meta-analysis
conducted by [30] suggests that KNN with k=1 and DTW is
one of the best classifications for time series data. Typically,
in writer recognition systems, the feature vectors are of
different lengths, and therefore cannot be compared by the
common similarity measures such as Euclidean, or Manhattan
distances [31]. Thus DTW emerges as one of the choices that
can be used in our setting.

2) Support Vector Machine with Mapping: In this method,
the normalized coordinates (in range 0-1) are mapped into
a two-dimensional binary matrix of size M x N. These
dimensions were selected based on preliminary experiments.
Due to the variations in the feature vector size, we need a
faster matching method than the DTW, which has quadratic
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time complexity. Thus, due to its fixed vector size, mapping
is a good alternative here requiring O(K) time only in the
matching stage, where k is the constant size of the mapped
matrix (M X N).

This binary matrix is supposed to capture the representation
of the written words, where 1s represent the locations of
the points forming the word, and Os represent empty spaces.
To conduct the mapping, the normalized X-coordinates are
multiplied with M, and rounded up to fit a location within the
matrix. The same is undertaken for the Y-coordinates with N.
M and N are empirically assigned (see results section). Based
on the new location, ones are assigned for each point, thus a
fixed size matrix of zeros and ones is obtained. This matrix
forms the feature vector for each written word, which will be
used for the matching process.

After preparing the new feature vector (mapped matrix),
SVM is applied as the classifier. Notably, we have done pre-
liminary experiments with several other classifier algorithms
and found SVM to be the best performer.

IV. DATASET PREPARATION

Table 1 presents the characteristics of the datasets that are
already available in the literature.

Recall that our goal is to identify writers by their Arabic
handwriting from one or two words only. The lack of an
appropriate dataset to properly evaluate our proposed method
prompted us to prepare a new dataset, which will be useful
for other researchers as well. In particular, we have created
two Arabic handwriting datasets, namely, AHWDBI1 and
AHWDB2. To prepare these datasets, every subject sat on
a chair with a tablet in front of him/her on a table, and
was asked to write with his/her finger horizontally from right
to left. In AHWDBI dataset, each subject wrote the word,
Mohammad (Ae=), repeated 10 times. On the other hand
in AHWDB?2 dataset, two words, "Mohammad Abdallah”
(wWlas xe2) were written by the subject 10 times on the same
tablet. The reason for selecting these words is that the word
Mohammad is the most common name in Arabic. The 200
writers were requested to take a short break of approximately
10 seconds before each trail, so each writer wrote 20 trails in
one session.

Thus we get two datasets, where each one consists of 2000
samples (10 trails x 200 writers) representing the handwriting
of the same 200 writers (males and females). The ages of the
writers were in the range of 9 to 63 years, and their educational
level varied from basic education (school) to Doctoral degree.
All writers wrote with their right hand except for 5 of them
who were left-handed. The writers age, gender, education level
and which hand the writer used to write with are added as a
part of the dataset.

HUAWEI MediaPad M3 was used for the acquisition of the
handwriting. Specifications of the device are shown in Table
2. A special Android application was developed and installed
for the acquisition process. The application was user-friendly
and had the capability of clearing the screen and rewriting

when required. Every trail’s information (X-coordinate, Y-
coordinate, timestamp, pressure) was stored in a text file
(as shown in Figure (4)) with a name defined through a
concatenation of the user serial number and the corresponding
trail number (e.g., User 22 and trial 14: (22-14)). Also, an
image (JPEG format) of the handwritten word on the screen is
saved. Notably, in this research, we only use the X-coordinate
and Y-coordinate information for training and classification
purposes, leaving other information (pressure and time) for
future work.

Timestamp X Y Pressure Timestamp X Y Pressure

20170314151243488,380.0,569.0,0.39607847

20170314151243509,380.8568,570.7136,0.44705886
20170314151243526,383.26846,573.2685,0.4666667
20170314151243543,386.0,579.0,0.47450984

20170314151243560,389.6916,584.5888,0.4784314
20170314151243577,392.51407,591.28516,0.49803925
20170314151243594,394.66257,598.97534,0.5058824

20170314151620528,458.0,282.0,0.3803922
20170314151620565,458.0,284.565,0.4901961
20170314151620582,458.0,287.3474,0.5137255
20170314151620599,459.5,293.0,0.5254902
20170314151620617,462.87726,300.69318,0.5372549
20170314151620634,464.3198,308.91876,0.54901963
20170314151620651,466.0,314.8072,0.54901963

20170314151243611,396.04553,606.2277,0.52156866 20170314151620668,467.08435,320.33746,0.5568628

(O] ®

© ®)

Fig. 4. (A) timestamps, X coordinates, Y coordinates and pressure information
of trail 6 from subject 195 from the AHWDBI1 dataset. (B) Same information
of trail 14 from subject 195 from the AHWDB?2 dataset. (C) An image of
(A). (D) an image of (B).

V. RESULTS AND DISCUSSIONS
A. Results based on KNN with DTW

We have evaluated KNN with DTW using our datasets. K
is set to equal 1 and Manhattan distance is used to perform
DTW. Leave-One-Out cross validation approach is used for
the evaluation.

A separate experiment was conducted for each part of the
dataset with the same method. The X-coordinates and Y-
coordinates were the feature vectors that represented each
sample. As seen in Table 3, the identification rate achieved
using AHWDB?2 is higher than that achieved using AHWDBI.
This may be attributed to the fact that "Mohammad Abdallah”
is longer than "Mohammad” in its length which supports the
assumption that the longer the word the higher the accuracy
ratio will be. Accuracy here refers to the number of correctly
classified instances divided by the total number of instances.

B. Results based on SVM with Mapping

Mapping standardizes the size of the feature vectors (the X-
coordinates and Y-coordinates) which offers the opportunity to
utilize other measurement metrics. The choice of the size of
the new feature vectors (matrix of zeros and ones) is of critical
importance. To identify the best-performing size of the map,
several experiments were performed on both datasets with the
new mapped feature vectors using SVM.

In parallel to applying SVM, we applied other classifiers
using WEKA workbench with their default parameter values
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TABLE I
THE CHARACTERISTICS OF THE DATASETS THAT MENTIONED IN THE LITERATURE.
Dataset Writers Content Language
IFN/ENIT [19] 411 26400 names containing more than 210000 characters Arabic
1AM [22] 400 82227 words English
CVL [21] 311 101069 words English
German
AHTID/MW [20] 53 22896 words Arabic
ADAB DB [25] More than 130 15158 words Arabic
HUAWEI M %BLI\];:[ ;IS Siz;A HWDBllkccuracy Siz;A HWDBiccuracy
EDIAFAD PECIFICATIONS. 10 x [ 12] 07125 | 13 [ x| 13| 08010
launch Announced 2016, September 12 | x 15 0.7125 15 | x 15 0.8010
Status Available Released 2016, October 10 | x| 17] 07130 | 14 ]x | 22| 08015
Dimensions | 215.5 X 124.2 X 7.3 mm O | x |21 | 07135 |15 | x | 19] 08015
body Weight N 9 x | 25 07135 18 | x | 19 0.8015
SIM Nano-SIM 13 | x 12 0.7135 12 | x | 20 0.8020
Type IPS LCD capacitive touchscreen 9 | x| 13 0.7140 16 | x | 15 0.8020
Size 8.4 inches, 204.6 cm?2 12 | x 12 0.7140 18 | x 13 0.8025
Display Resolution 1600 x 2560 pixels, 16:10 ratio 14 | x | 18 0.7140 12 | x| 19 0.8030
Multitouch Yes 15 X 12 0.7040 13 X 16 0.8030
-EMUI 4.1 12 | x | 16 0.7155 18 | x | 14 0.8035
OS Android 6.0 (Marshmallow) 9 x | 16 0.7160 13 | x | 17 0.8055
Platform Chipset Hisilicon Kirin 950 13 | x | 16 0.7160 16 | x | 13 0.8060
CPU Octa-core (4x2.3 GHz 10 | x | 16 0.7165 12 | x | 18 0.8065
Cortex-A72 & 4x1.8 GHz cortex A53) 14 | x | 12 0.7165 13 | x | 19 0.8075
GPU Mali-T880 MP4 4 x| 16 0.7180 14 [ x| 18 0.8075
Card slot microSD, up to 256 GB 12 [ x [ 13 ] 07195 | 13 [ x | 22 | 0.8090
MEMORY (dedicated slot) 11| x| 16 [ 0.7210 13 x |20 | 0.8105
Internal 32/64 GB, 4GB RAM 9 x | 17 0.7220 13 | x | 18 0.8120
12 | x | 10 0.7235 18 | x | 15 0.8135
TABLE III
IDENTIFICATION RESULT OF APPLYING KNN wiTH DTW oN AHWDB1
AND AHWDB2. 15 with 81.35% for the AHWDB2. Table (5) illustrates the
identification rates using different sizes of feature vectors (best
dataset Accuracy . .
ATTWDB] 07375 20 results from testing all sizes from 5 x 5 to 40 x 40).
AHWDB2 0.7535 As can be seen from Table 5, it is interesting to note that the

[32], namely, random forest (10 folds), KNN (2000 folds),
neural network (10 folds), and SVM (10 folds) on both
AHWDB1 and AHWDB2. As illustrated in Table 4, SVM with
10 folds and its default parameters has achieved the highest
identification rate 81.35% on AHWDB2, while we found
that the DTW approach performed better than the mapping
approach on the AHWDBI1 dataset, this is because the raw
feature vector of the AHWDB?2 is larger than that of the
AHWDBI1, which allows variations in the DTW and at the
same time fill more gaps in the map.

The best results were achieved when the size of the map
was 12 x 10 with 72.35% for the AHWDBI and 18 x

TABLE IV
ACCURACY RATES USING DIFFERENT CLASSIFIERS ON AHWDB1 AND
AHWDB2.
Classifier | AHWDBI1 Accuracy | AHWDB2 Accuracy

ANN 0.6980 0.7825

SVM 0.7235 0.8135

RF 0.6120 0.6735

KNN 0.6690 0.7490

size of the map is proportional to the size of the raw feature
vector, for the smaller (one-word) dataset (AHWDBI1), the best
Map size is in the range (11 x 11)2, while for the larger (two-
word) dataset (AHWDB?2), the best Map size is in the range
(16 x 16)2.

VI. CONCLUSION

A new and simple method for online text-dependent writer
identification has been proposed in this paper. At first, we do
some necessary preprocessing, followed by KNN with DTW
or the SVM with mapping (i.e., the X and Y coordinates were
put into an N x M matrix).

Two new Arabic online/offline text-dependent handwriting
datasets were created to address the problem of writer au-
thentication and identification because no applicable dataset
was available in the literature. We have made these datasets
available online with the hope that more investigation in the
field of Arabic handwriting will be undertaken.

The experiments show a better accuracy rate of identi-
fication, using SVM with Mapping than KNN with DTW
on AHWDB2, and a close performance between the two
classifiers on AHWDBI1. Notably, SVM with Mapping works
faster than KNN with DTW. However, there is still much
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scope for further improvement. It would appear that extracting
new features or to use the unused features such as pressure
or/and timestamp could potentially enhance the identification
rate. This limitation will be addressed in our future work, in
addition to using other methods for features extraction such
as [33] and deep features [34]. Moreover, other KNN-based
classifiers will be investigated such as [35]-[37].
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